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Exploitation Platform

EARTH OBSERVATION

Data analysis

PAST: performed by 

downloading the data

data

analysis

analysis

data

EXPLOITATION PLATFORM

“Bring the user to the data”

A collaborative, virtual work 

environment providing access to 

EO data, algorithms, tools and ICT 

resources 

Analysis Execution

Benefits from scalable, robust 

infrastructure – pay-per-use

Data

Reaches a wider audience

Cloud Infrastructure

Increased user base
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Platform Ecosystem – Network of Resources

Platforms
• Virtual work environment
• Access data
• Develop algorithms
• Conduct analysis
• Share value-adding 

outcomes
• Collaborative communities

Platform Ecosystem
• Data sources
• Analysis tooling
• Cloud processing

Interoperation
Users of one platform may 
consume the services of another 
directly platform-to-platform



4

Aspiration – Platform Interoperability

Platform A

Platform B

Platform C

DISCOVER: data + applications

DISCOVER:

data + 

applications

DISCOVER: data

EXECUTE: 

workflow

Workflow results

Multi-platform Workflow

Processing at Platform A

Combines processing at 

Platform B, with data from 

Platform C

Open Interfaces

Standardisation through open 

interfaces seeks to reduce 

the friction between inter-

platform points of contact
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GOAL – Common Architecture

EOEPCA

EARTH OBSERVATION EXPOITATION PLATFORMS

COMMON ARCHITECTURE

The goal of the Common Architecture is to define and agree a

re-usable exploitation platform architecture by identifying a set of 

common building blocks that provide their services through open 

interfaces

To encourage federation of EPs through an open consensus-based 

architecture for EPs in the Network of Resources

To provide an open-source Reference Implementation of the 

architecture
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Our Approach
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Use Cases
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Building Blocks
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Discovery – Resource Catalogue

Based on pycsw

Interfaces

• OGC CSW 2.0.2/3.0

• OGC API Records

• STAC

• OpenSearch with EO, Geo, Time

Data Model

• ISO 19115-1/2

Harvesting

• Push from Registrar/Harvester 

(Data Access)

Federation

• Via OGC CSW
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Retrieval – Data Access

Based on EOxServer

Interfaces

• OGC WMS 1.1-1.3

• OGC WMTS 1.0

• OGC WCS 2.0

• OpenSearch with EO, Geo, Time

Harvester

• Currently integrated with 

CREODIAS

Registrar

• STAC Items from harvester

• Populates Resource Catalogue 

and EOX View Server
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Processing - ADES

Based on ZOO project

ADES

Deployment & execution of 
user-defined processing

• OGC WPS 2.0

• Draft API Processes

• + deploy/undeploy

• STAC abstraction

• Calrissian
CWL runner for Kubernetes

Application Package

• Metadata descriptor (CWL)

• Container image

• OGC Best Practice for EO 
Application Packages
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Processor Development 
Environment (PDE)

• Integrated web tooling
– Interactive analysis

– Develop, test and 
package applications

• JupyterHub
– Login integrates with 

platform authentication

• Spawns JupyterLab 
instance for user

• Replicate the 
conditions an 
application experiences 
when running in the 
ADES on a platform

• NEXT STEP – Integrate 
with User Workspace 
for Application 
publishing

JupyerLab Theia IDE
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Resources - Workspace

Workspace

• Centralised management of 
user’s owned resources:

– Processing outputs

– Application Packages

– Uploaded products

• Can also be used as a 
Group/Project Workspace

• Dedicated Resource 
Catalogue

• Dedicated Data Access

• S3 bucket integration

Workspace API

• REST API

• Admin: create and manage 
workspaces

• User: register resources
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User Identity & Authorization

Federation of user requests 

amongst platforms

User Identity

• OpenID Connect (OIDC)

• External identity

– GitHub

– COIH

Access Management

• User Managed Access 

(UMA)

• Policy-based resource 

protection
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Platform – Reference Implementation

• Kubernetes 

‘abstract’ 

infrastructure

• Containerised 

components

• Helm charts for 

Kubernetes

• Deployed to 

CREODIAS
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In Summary EOEPCA
Common Architecture

ADES
App Deploy/Execute

OGC Best Practice
EO App Package

Processor Development 
Environment

Resource Catalogue

Data Access

User Workspace
Federated Identity & 
Access Management

• Exploitation Platform 

blueprint

• Reference implementation 

building blocks

• Embraces the ‘apps-to-the-

data’ architecture

• Open interface standards

• Encourage platform 

interoperability
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Where to find us…

Web Portal
https://eoepca.org/

GitHub
https://github.com/EOEPCA


